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The accuracy of user demographics, particularly age, on video streaming platforms
is often compromised by the widespread practice of shared accounts. This study
addresses this challenge by implicitly classifying user age groups (Youth, Young
Adult, Adult, Middle-Aged, Senior) based solely on behavioral data, including
viewing genre frequency, sentiment analysis of reviews, and expenditure patterns.
The core methodology employs a Random Forest Classifier optimized with SMOTE
(Synthetic Minority Over-sampling Technique) to mitigate the severe class
imbalance present in the dataset. The initial Baseline Model performed poorly,
achieving only 40,13% accuracy and failing to identify minority classes. After
implementing SMOTE and hyperparameter tuning, the Final Model demonstrated
significant improvement, achieving an Accuracy of 79,26%. The engineered feature,
Spend per Person, was identified as the most dominant predictor, validating the
approach of using economic factors to differentiate genuine individual usage.
Crucially, the model showed exceptional reliability in detecting sensitive age
segments, such as Youth (F1-Score 0,88) and Seniors (F1-Score 0,75). This research
provides an effective data-driven solution for enhancing age-based content

personalization and parental control features.
m
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I. PENDAHULUAN

Saat ini, industri digital berkembang dengan pesat,
terutama layanan platform streaming video. Salah satu
platform streaming yang paling populer adalah Netflix [1].
Netflix menyediakan beragam jenis tontonan yang relevan
dan dapat memberikan rekomendasikan tontonan kepada
pengguna berdasarkan riwayat tontonan dan juga pilihan
genre [2]. Memberikan layanan terbaik menjadi faktor yang
penting untuk menarik perhatian pengguna, terlebih dengan
merekomendasikan konten konten yang relevan bagi
penggunal1].

Namun, sistem rekomendasi ini masih memiliki
keterbatasan mengenai detail data pengguna terutama untuk
data usia. Keterbatasan sistem rekomendasi ini disebabkan
dari data pengguna yang tidak relevan. Keterbatasan
rekomendasi sangat berdampak bagi kelompok usia yang

masih di bawah umur dan juga sangat tidak relevan bagi
beberapa kelompok usia lainnya. Hal ini bisa terjadi ketika
pengguna mendaftarkan akun email atau data diri dari
anggota keluarganya, dan bisa saja pengguna menggunakan
akun berbagi (shared account), yang biasanya terjadi dalam
penelitian klasifikasi pengguna media sosial [3]. Data-data
yang tidak relevan ini membuat sistem kesulitan dalam
mengkategorikan tayangan mana yang layak untuk disajikan
sesuai dengan kelompok usia tertentu [4]. Hal ini dapat
menghambat keakuratan penyelarasan data penonton
berdasarkan pilihan genre secara online [5].

Di sisi lain, Netflix memiliki data yang sangat banyak,
yang dimana data ini bisa diolah untuk mengetahui
pengelompokkan usia pengguna berdasarkan genre tontonan
dan perilaku pengguna [2], [6]. Namun, analisis awal terhadap
data  perilaku  ini  juga  menunjukkan  adanya
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ketidakseimbangan kelas (imbalanced data) yang ekstrem di
mana kelompok usia tertentu lebih dominan [7], [8]. Oleh
karena itu, penelitian ini bertujuan untuk memprediksi
kelompok usia pengguna dari genre tontonan dan perilaku
pengguna, sekaligus mengatasi masalah ketidakseimbangan
data yang dapat menyebabkan bias model[7], [8].

Agar mendapat hasil yang akurat dalam menganalisis data
perilaku pengguna yang rumit dan berskala besar, penelitian
ini menggunakan metode Random Forest yang dioptimasi
dengan teknik Synthetic Minority Over-sampling Technique
(SMOTE)[2]. Metode Random Forest merupakan algoritma
ensemble learning yang bisa menangani data dengan jumlah
banyak dan kompleks [2], [9]. Metode ini digabungkan
dengan SMOTE untuk memastikan model dapat mempelajari
pola dari semua kelompok usia secara merata, sehingga
mampu menunjukkan keakuratan prediksi dan pengolahan
data yang beraspek tinggi[7].

II. METODE

Penelitian ini mengikuti kerangka kerja sistematis
(framework) yang dirancang untuk mengubah data mentah
yang terfragmentasi menjadi model prediksi kelompok usia
pengguna Netflix yang akurat. Tahapan penelitian
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Gambar 1. Diagram Alur penelitian (Research Flowchart)

Secara umum, metode penelitian ini terdiri dari 5 fase
utama, yaitu integrasi data (Data Integration), pra-
pemprosesan data (Pre-processing), rekayasa fitur (Feature
Engineering),  penanganan  ketidakseimbangan  data
(SMOTE) (Handling Imbalance Data), pemodelan dan
evaluasi (Modeling and Evalution).

A. Integrasi Data (Data Integration)
Sumber data yang digunakan dalam penelitian ini adalah

data sekunder dari repositori Kaggle dengan judul ‘“Netflix
2025: User Behavior”. Dataset ini dapat diakses melalui

tautan https://www.kaggle.com/datasets/sayeeduddin/netflix-
2025user-behavior-dataset-210k-records dan
merepresentasikan  aktivitas pengguna pada platform
streaming Netflix [2], [6]. Data diketahui dalam kondisi
terpisah, menjadi empat tabel entitas yang berbeda: Tabel
Users, Tabel Movies, tabel Reviews, dan Tabel
Recommendations. Agar mendapatkan profil pengguna yang
utuh (360-degree user view), maka dilakukan tahapan
Integrasi Horizontal menggunakan teknik Left Join. Atribut
user_id digunakan sebagai kunci utama (primary key) untuk
menggabungkan tabel users, reviews dan Recommendations.
Di sisi lain, tabel Movies dikombinasikan dengan tabel
Reviews menggunakan movie id untuk menghubungkan
pilihan genre yang ditonton oleh pengguna[4], [5].

B. Pra-pemprosesan Data (Data Preprocessing)

Data hasil pencampuran masih mengandung noise,
inkonsistensi format, dan data sensitif. Tahapan ini bertujuan
untuk membersihkan data agar memadai untuk dijadikan
input model (model-ready). Dilakukan pembersihan otomatis
untuk anomali yang terjadi pada data numerik, seperti koma,)
dan notasi ilmiah(misa: 5,7E + 15), dengan memastikan
seluruh nilai kembali ke format floating point yang sesuai[4].

Agar sesuai dengan etika penambangan data (data mining
ethics), atribut yang menandung informasi identitas
pribadi(PII) dihapus guna menjaga anonimitas pengguna dan
mencegah overfitting model[10]. Atribut yang meliputi: First
Name, Last Name, Email, and User ID.

Selanjutnya untuk menjaga validitas penelitian dan
mencegah bias pada model prediksi, maka dilakukan
Domain-based Filtering pada atribut usia (age) untuk
menghilangkan impossible value (nilai negatif) dan extreme
outlier (nilai usia > 90 tahun). batasan usia yang valid
ditetapkan pada rentang 13 hingga 90 tahun[11], [12].

C. Rekayasa Fitur (Feature Engineering)

Tahapan ini difokuskan pada pengambilan dan
menciptakan fitur baru (derived features) untuk mendukung
klasifikasi perilaku. Variabel target awal berupa, usia numerik
(age) diubah menjadi data kategorikal ordinal (age group)
untuk mengklasifikasikan pengguna ke dalam segmen pasar
yang relevan[11], [4].Pembagian kelas usia ini dibagi ke
dalam lima kelompok utama, yaitu Remaja yang mencakup
rentang usia 13 hingga 17 tahun, Dewasa Muda untuk
pengguna berusia 18 hingga 25 tahun, serta kelompok
Dewasa yang berada pada rentang 26 hingga 35 tahun.
Selanjutnya, kategori Paruh Baya mencakup usia 36 hingga
50 tahun, sedangkan kelompok Senior mencakup pengguna
berusia 51 tahun ke atas. Pembagian ini digunakan sebagai
dasar klasifikasi dalam proses analisis dan pemodelan.
Setelah pengelompokan, atribut age (numerik) dihapus dari
dataset untuk mencegah kebocoran data (data leakage).

Rasio Pengeluaran per Orang (Spend per Person)
merupakan fitur baru yang diciptakan dengan membagi
Monthly Spend dengan Household Size[4]. Fitur ini bertujuan
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mengukur daya beli riil individu, membedakan antara
pengguna lajang dengan pengeluaran tinggi dan pengguna
berkeluarga dengan pengeluaran terbagi. Selanjutnya, fitur
perilaku (Behavioral Features) menyaring pola interaksi
pengguna, meliputi rata-rata sentimen ulasan
(avg_sentiment), frekuensi ulasan (review count), dan rasio
klik terhadap rekomendasi (rec_click_rate) [13], [14]. Selain
itu, proses encoding dilakukan dengan mengubah seluruh
atribut kategorikal nominal, seperti Country, Primary Device,
dan Genre, menjadi format numerik menggunakan metode
Label Encoding agar dapat diproses oleh algoritma Random
Forest[15].

D. Penanganan Ketidakseimbangan Data (SMOTE)

Analisis awal terhadap distribusi data mengungkapkan
adanya ketidakseimbagan kelas yang signifikan, ini dapat
menyebabkan model lebih condong ke kelas mayoritas[7].
Untuk menghindari masalah ini, maka diterapkan teknik
Synthetic Minority Over-sampling Technique (SMOTE)[16],
[17]. SMOTE bekerja dengan membuat sample baru untuk
kelas minoritas berdasarkan tetangga terdekat (k-nearest
neighbors) di ruang fitur, sehingga distribusi kelas pada data
latih menjadi seimbang (proporsional)[9].

E. Pemodelan dan Evaluasi

Model dibangun menggunakan algoritma Random Forest
Classifier. Algoritma ini dipilih karena kemampuannya
menangani data tabular dengan dimensi tinggi dan mampu
memodelkan hubungan non-linear antar fitur melalui
mekanisme  ensemble[2], [9], [15]. Dataset dibagi
menggunakan metode Hold-out Split dengan rasio 80% data
latih dan 20% data uji (testing set). Lalu dilakukan Grid
Search Cross-Validation (CV=3) pada data latih untuk
optimasi parameter Random Forest: n_estimators (100, 200),
max_depth (None, 20, 30), dan min_samples_split (2, 5, 10).
Kinerja dibandingkan antara Baseline Model (Random Forest
tanpa SMOTE) dan SMOTE Model (Random Forest dengan
SMOTE)[16].

Kinerja model diukur berdasarkan metrik-metrik berikut.
Akurasi (Accuracy) digunakan untuk melihat proporsi
prediksi yang benar secara keseluruhan, sedangkan Confission
Matrix memberikan gambaran detail mengenai distribusi
prediksi pada setiap kelas. Selain itu, FI-Score
(Makro/Tertimbang) digunakan sebagai metrik utama untuk
mengevaluasi keseimbangan antara Precision dan Recall
pada kelas minoritas [1], [18]. Analisis Feature Importance
juga dilakukan untuk mengidentifikasi variabel yang
berkontribusi terbesar melalui perhitungan Gini Importance.

IT1. HASIL DAN PEMBAHASAN
A. Pra-pemrosesan Data dan Statistik Deskriptif
Tahap awal penelitian dimulai dengan penggabungan

empat tabel entitas terpisah (Users, Movies, Reviews,
Recommendations) yang menghasilkan total 10.301 baris data

mentah. Berdasarkan hasil eksplorasi data (Exploratory Data
Analysis), terdapat beberapa anomali yang terdeteksi
mengganggu keakuratan hasil prediksi [4], [6]. Temuan dan
tindakan perbaikan yang dilakukan dirangkum dalam Tabel 1.

Tabel 1. Rinikasan Pra-iemrosan Data

Konversi otomatis ke
format float standar
Python

Muncul notasi
ilmiah (5,71E+15)
& desimal koma (,)

Kesalahan Format
Numerik

Teridentifikasi usia
negatif & ekstrem
(>100 tahun)

Keberadaan kolom

Filtrasi domain-based

Data Outlier (Usia) (valid: 13-90 tahun)

Penghapusan kolom

Atribut Sensitif First Name, Last untuk perlindungan
Name, Email privasi
Data tidak
Pengurangan V?lifi/e.kstr.em yang Eliminasi sa.mpel (Sisa
Sampel dlel'lmmam date_lset bersih : 6715
berjumlah 3.586 baris)
baris

Tabel 1 memperlihatkan secara rinci langkah-langkah
kritis yang diambil untuk menjamin kualitas data sebelum
masuk ke tahap pemodelan. Keputusan untuk mengeliminasi
3.586 baris data, yang setara dengan sekitar 35% dari total
dataset awal, merupakan langkah vital untuk meminimalisir
noise yang dapat mendistorsi proses pembelajaran algoritma
Random Forest. Pengurangan volume data ini secara spesifik
menargetkan anomali ekstrem yang tidak masuk akal secara
statistik, seperti usia negatif atau format angka yang korup
akibat kesalahan sistem. Selain itu, penghapusan atribut
identitas pribadi (PII) dilakukan tidak hanya untuk mematuhi
standar etika privasi data mining, tetapi juga untuk
memastikan model murni mempelajari pola perilaku
(behavioral patterns) dan bukan menghafal identitas unik
pengguna yang dapat menyebabkan overfitting. Dengan data
yang bersih, model dipaksa untuk mencari hubungan
kausalitas yang sebenarnya antara genre tontonan dan usia.
Setelah data dibersihkan, variabel target age dikelompokkan
ke dalam lima kategori. Analisis pembagian kelas
mengunkpkan ketidakseimbangan data yang cukup ekstrem
(imbalanced dataset)[7], [8], seperti terlihat pada Gambar 2
berikut:

Count of age_group

3000 2587

2000

1500
1020

1000 708
) l
Dewasa (26-3 Dewasa Mud Paruh Baya (3 Remaja (13-1
5) a(18-25) 6-50) 7)

ETotal 2106 1020 2587 294 708
Gambar 2. Distribusi Kategori Usia Pengguna (Sebelum SMOTE)

Senior (514) (blank)
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Berdasarkan gambar 2, dataset didominasi oleh kelas Paruh
Baya(36-50 tahun) dengan 2.587 pengguna, sedangkan kelas
Remaja(13-17 tahun) hanya memiliki 294 pengguna.
Ketidakseimban

gan rasio 1:8 ini berpotensi menyebabkan bias model jika
tidak dilakukan teknik resampling[15].

B. Evaluasi Kinerja Model Klasifikasi

Pengujian model dilakukan dalam dua skenario utama
untuk membuktikan efektivitas metode. yang diusulkan.
Skenario pertama, yaitu Model Baseline (Tanpa
Penyeimbangan Data), pada tahap eksperimen pertama
algoritma Random Forest dilatih menggunakan dataset asli
yang telah melalui pra-pemrosesan namun belum dilakukan
penanganan ketidakseimbangan kelas (imbalanced class
handling)[2], [15]. Hasil evaluasi model baseline ini disajikan
secara lengkap pada tabel 2.

Tabel 2. Laporan Klasifikasi Model Baseline (Sebelum Optimasi)

P - F1-

Kategori Usia Precision  Recall Score Support
Paruh Baya (36-50) 0.38 0.40 0.39 1236
Dewasa (26-35) 0.11 0.47 0.18 107
Dewasa Muda (18-25) 0.00 0.00 0.00 0
Senior (51+) 0.00 0.00 0.00 0
Remaja (13-17) 0.00 0.00 0.00 0
Accuracy 0.40 1343
Macro Average 0.10 0.17 0.11 1343
Weighted Average 0.32 0.40 0.35 1343

Berdasarkan hasil evaluasi pada tabel 2 terlihat jelas
bahwa model baseline mengalami bias mayoritas (majority
class bias). Nilai akurasi total yang tercatat sebesar 40,13%
menutupi kelemahan fundamental model dalam mengenali
kelas minoritas. Hal ini terbukti model gagal total dalam
mendeteksi kelas Dewasa Muda (18-25), Senior (51+), dan
Remaja (13-17), yang ditunjukkan oleh nilai True Positive (0)
pada diagonal Confusion Matrix.

Secara praktis, angka ini menunjukkan bahwa model
gagal mendeteksi satu pun pengguna dari kelompok usia
minoritas ini. Sebagian besar pengguna dari kelas ini salah
diprediksi sebagai Paruh Baya atau Dewasa. Rendahnya nilai
F1-Score pada kelas minoritas mengonfirmasi bahwa model
baseline tidak layak digunakan untuk segmentasi pengguna
muda dan lansia[3], [12], [13].

Secara lebih mendalam, fenomena zero-recall atau nilai
0.00 pada kolom Recall untuk kelas Dewasa Muda, Senior,
dan Remaja di Tabel 2 mengindikasikan kegagalan fatal
model dalam mengenali karakteristik unik kelompok tersebut.
Dalam konteks industri streaming, ini berarti algoritma benar-
benar 'buta' terhadap preferensi pengguna muda dan lansia.

Model baseline terjebak dalam fenomena accuracy paradox,
di mana ia terlihat memiliki akurasi 40% hanya karena
menebak hampir semua data sebagai kelas mayoritas (Paruh
Baya). Model ini tidak mempelajari fitur pembeda
(diskriminan) antar kelas, melainkan hanya bermain aman
dengan probabilitas statistik kelas terbanyak. Jika model
mentah ini diterapkan pada sistem rekomendasi nyata,
dampaknya adalah rekomendasi konten yang sangat bias dan
tidak relevan bagi 60% populasi pengguna lainnya, yang
berpotensi menurunkan retensi pelanggan secara signifikan.

Paruh Baya (3650) 371 191 132 53
400

Dewasa (26-35)- 28 50 13 10 6
ng EL
g 3
< Dewasa Muda (18-25)- 0 0 0 0 0 2
n [}
2 -
Q =
Senior (51+)- 0 0 0 0 0
- 100
Remaja (13-17)- 0 0 0 0 0
| ‘ ‘ . ‘ -0
N Al AN \Y
bf)“ «37") %ff’ c;»“\ n),\?
@0 'b@ bbo '\0\ ‘a\\'
o S i
ta £ ® of &
& N & F
¢ &

Prediksi Model
Gambar 3 Confusion Matrix base Model (Sebelum SMOTE)

Analisis terhadap Confusion Matrix tabel 2 menunjukkan
kegagalan deteksi total pada tiga kelas minoritas: Dewasa
Muda (18-25), Senior (51+), dan Remaha (13-17). Nilai True
Positif (sel diagonal) pada ketiga kelas tersebut adalah nol (0).
Ini berarti model gagal mendeteksi satu pun pengguna dari
kelompok usia minoritas ini. Sebagian besar data minoritas
tersebut keliru diprediksi sebagai Paruh Baya, yang
merupakan kelas mayoritas pada dataset asli. Secara praktis,
model tidak layak digunakan untuk memprofilkan segmen
Remaja dan Senior, yang sering menjadi target utama dalam
strategi penargetan konten dan kontrol orang tua (parental
control)[11], [12].

Rendahnya performa ini mengkonfirmasi hipotesis bahwa
ketidakseimbangan distribusi data menjadi hambatan utama
dalam klasifikasi demografi ini[7], [8]. Model cenderung
"malas" dan bias memprediksi semua pengguna ke dalam
kelas mayoritas demi meminimalkan error rata-rata, namun
mengorbankan akurasi pada segmen pengguna spesifik[9],
[19]. Oleh karena itu, penerapan teknik penyeimbang data,
seperti SMOTE, adalah langkah mutlak yang diperlukan pada
tahap eksperimen selanjutnya[16], [17].

Setelah kegagalan pada Model Baseline yang disebabkan
oleh bias kelas mayoritas (Skenario 1), dilakukan langkah
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perbaikan krusial yaitu penanganan ketidakseimbangan data
menggunakan SMOTE. Teknik ini bertujuan
menyeimbangkan distribusi kelas dengan menghasilkan
sampel sintetis pada kelas minoritas, sehingga model
memiliki data yang cukup untuk mempelajari pola pada
semua kelompok usia[19].

Tabel 3. Laporan Klasifikasi Model Final

Kategori Usia Precision  Recall ¥l1- Keterangan
Score
Remaja (13-17) 0.46 1.00 0.63 Baik
Senior (51+) 0.59 1.00 0.74 Baik
Dewasa;\;[)“da (18- 0.56 099 071 Baik
Dewasa (26-35) 0.84 0.85 0.84 Sangat Baik
Paruh Baya (36-50) 0.98 0.71 0.82 Sangat Baik
Accuracy 0.80 -
Weighted Average 0.91 0.66 0.77 Sangat Baik

Berdasarkan tabel 3, dapat dilihat bahwa model yang
dikembangkan menunjukkan peningkatan performa yang
sangat signifikan antar kelas usia, dengan akurasi keseluruhan
mencapai 79,26%. Nilai ini menunjukkan bahwa model tidak
lagi hanya mengandalkan prediksi kelas mayoritas, tetapi
telah mampu mengenali pola perilaku pengguna dari berbagai
kelompok usia dengan lebih seimbang[2], [15].

Model menunjukkan kinerja terbaik pada kelas Remaja
(13—17 tahun) dan Senior (51+), yang tercermin dari nilai
prediksi benar yang sangat tinggi. Pada kelas Remaja, seluruh
data dapat diprediksi dengan benar (True Positive = 116),
sedangkan pada kelas Senior seluruh data juga berhasil
dikenali secara tepat (True Positive = 353). Hal ini
menunjukkan bahwa model mampu membedakan kelompok
usia ekstrem dengan sangat baik, kemungkinan besar karena
perbedaan pola perilaku yang cukup kontras dibandingkan
kelompok usia produktif.

Kelas Dewasa Muda (18-25 tahun) juga menunjukkan
performa yang sangat baik dengan jumlah True Positive
sebesar 566 dari total 570 data. Tingginya nilai ketepatan pada
kelas ini mengindikasikan bahwa model berhasil mempelajari
karakteristik khas pengguna dewasa muda, seperti intensitas
interaksi dan pola konsumsi konten digital.Sebaliknya,
tingkat kesalahan terbesar masih terjadi pada kelas Dewasa
(26-35 tahun) dan Paruh Baya (36-50 tahun). Kesalahan
klasifikasi silang antar kedua kelompok ini cukup tinggi, yang
terlihat dari banyaknya data Dewasa yang diprediksi sebagai
Paruh Baya dan sebaliknya. Fenomena ini dapat dimaklumi
mengingat kedua kelompok usia tersebut memiliki kemiripan
profil ekonomi, preferensi konten, dan perilaku konsumsi,
sehingga batas klasifikasi menjadi lebih kabur dibandingkan
kelas usia lain[14], [10].

Secara keseluruhan, hasil ini menunjukkan bahwa model
telah berhasil mengurangi bias mayoritas dan mampu
melakukan segmentasi usia secara lebih akurat, terutama pada
kelompok usia yang sebelumnya sulit dikenali pada model
baseline [1], [6], [18].

Confusion Matrix: Model Akhir (SMOTE) - Akurasi: 79.26%
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Gambar 4. Confusion Matrix Model Akhir

Berdasarkan Gambar 4, dapat dilihat bahwa model
menunjukkan kemampuan klasifikasi yang sangat baik,
khususnya dalam mengenali kelompok usia ekstrem, yaitu
Remaja (13—17 tahun) dan Senior (51+). Seluruh data Remaja
(13—17 tahun) yang diuji (116) dikelompokkan dengan benar
dan baik. Menampilkan kemampuan model untuk mengenali
pola remaja dengan akurat dan tidak ditemukan kesalahan
dalam pengelompokkan. Dari 353 data Senior (51+) berhasil
diprediksi dengan tepat dan tidak ditemukan false positif dan
false negative. Dewasa Muda (18-25) dari 570 data, terdapat
566 data yang diprediksi dengan benar. Terdapat kesalahan
sangat kecil dan tersebar ke kelas Remaja dan Paruh Baya.
Dengan ini, model dapat menampilkan pola perilaku dewasa
muda dapat dipelajari dengan baik.

C. Analisis Signifikansi Fitur (Feature Importance)

Analisis  Feature Importance (Gini Importance)
mengungkap fakta menarik bahwa variabel ekonomi dan
perilaku jauh lebih dominan dibandingkan variabel
demografis statis lainnya. Fitur Spend per Person (Rasio
Pengeluaran per Orang) muncul sebagai prediktor terkuat.
Temuan ini memvalidasi hipotesis bahwa 'daya beli' adalah
proksi (perwakilan) terbaik untuk usia. Kelompok Paruh Baya
dan Dewasa cenderung memiliki daya beli mandiri yang
stabil dan seringkali menanggung biaya langganan untuk
anggota keluarga lain (Household Size besar), sedangkan
Remaja dan Dewasa Muda (Mahasiswa) cenderung memiliki
pengeluaran individu yang lebih rendah atau bergantung pada
akun berbagi.

Selain faktor ekonomi, fitur perilaku Review Count
(Frekuensi Ulasan) dan Avg Sentiment (Sentimen Rata-rata)
menunjukkan pola generasi yang distingtif. Hasil analisis data
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memperlihatkan bahwa generasi yang lebih muda (Remaja
dan Dewasa Muda) jauh lebih vokal dan aktif meninggalkan
jejak digital berupa ulasan atau rating dibandingkan
kelompok Senior yang cenderung menjadi passive viewers.
Perbedaan gaya interaksi inilah yang ditangkap oleh Random
Forest untuk memisahkan usia pengguna meskipun mereka
menonton film yang sama. Terakhir, fitur Rec Click Rate
membedakan tingkat literasi digital; kelompok usia muda
cenderung lebih responsif terhadap fitur rekomendasi
algoritma dibandingkan kelompok usia lanjut yang lebih
sering menggunakan fitur pencarian manual. Kombinasi
antara jejak finansial (kemampuan bayar) dan jejak interaksi
(gaya penggunaan aplikasi) inilah yang memungkinkan
model memprediksi usia dengan akurasi tinggi tanpa
memerlukan data tanggal lahir yang eksplisit.

D. Pembahasan Temuan Penelitian

Model Random Forest yang dioptimasi dengan SMOTE
memberikan solusi yang solid untuk memprediksi kelompok
usia pengguna Netflix dengan akurasi 79.26%.

Keberhasilan model ini membuktikan bahwa pendekatan
berbasis data perilaku (behavioral data-driven) efektif untuk
menyimpulkan demografi pengguna secara implisit,
mengatasi masalah ketidakakuratan data usia yang diinput
secara langsung (misalnya, pada skenario shared account).

Signifikansi fitur perilaku dalam model ini menguatkan
argumentasi bahwa prediksi demografi dapat dilakukan
secara implisit dari jejak digital pasif, seperti genre tontonan
dan perilaku interaksi.

IV. KESIMPULAN

Berdasarkan hasil analisis, pengujian model, dan
pembahasan temuan, penclitian mengenai klasifikasi
kelompok usia pengguna layanan streaming video dapat
dilakukan secara efektif menggunakan pendekatan berbasis
data perilaku. Penelitian ini menunjukkan bahwa informasi
demografi pengguna, terlebih usia, bisa diprediksi secara
tidak langsung melalui pola interaksi dan aktivitas online
pengguna, sehingga mampu menekan ketidakakuratan data
demografi yang sering terjadi akibat penggunaan data yang
tidak valid.

Selain itu, permasalahan imbalanced data menjadi
kelemahan utama pada model baseline dengan tingkat akurasi
40,31%, terlebih pada ketidakmampuan model dalam
membedakan kelas minoritas seperti Remaja dan Senior,
berhasil diatasi melalui penerapan metode SMOTE dan
optimasi hyperparameter. Penerapan tersebut menghasilkan
peningkatan performa yang signifikan pada model akhir,
dengan akurasi mencapai 79.26%.

Model Random Forest Classifier yang telah dioptimasi
juga menampilkan keakuratan tinggi dalam memprediksi
kelompok usia ekstrem, dengan mencapai F1-Score sebesar
0.80 pada kelas Remaja (13—17 tahun) dan 0.75 pada kelas
Senior (51+). Temuan ini berperan penting terhadap
pengembangan fitur kontrol orang tua dan strategi pemasaran
yang lebih efektif.

Lebih lanjut, hasil analisis fitur mengimplikasikan bahwa
faktor ekonomi yang digambarkan oleh fitur Spend per
Person menjadi  prediktor paling dominan dalam
membedakan kelompok usia, khususnya dalam konteks
layanan streaming yang menerapkan skema akun keluarga.
Tidak hanya itu, faktor perilaku seperti avg sentiment dan
rec_impression_count juga menunjukkan kontribusi yang
memberikan dampak signifikan. Ini menandakan bahwa
perbedaan gaya bahasa dalam ulasan serta tingkat eksplorasi
aplikasi menjadi bentuk perbedaan perilaku yang kuat antar
generasi.
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